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Background

Background: Canonical Decoding

Canonical Decoding: tokens are generated in an autoregressive
manner: each token requires a full forward pass through the massive
target model P : X ∗ → ∆X .

Algorithm 1 Canonical Decoding

Inputs: initial prompt pt0 = pt ∈ X ∗, target model P .
Procedures:

1: Set t = 0.
2: while t 6= 0 and xt 6= EOS do
3: t = t+ 1.
4: xt ∼ P (· | ptt−1).
5: ptt = concat(ptt−1, xt).
6: end while
7: return τc = t, ptτc = ptt
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Background

Background: Canonical Decoding

0 : [BOS]
1 : [BOS] Adaptive
2 : [BOS] Adaptive speculative
3 : [BOS] Adaptive speculative decoding
4 : [BOS] Adaptive speculative decoding via
5 : [BOS] Adaptive speculative decoding via bandit
6 : [BOS] Adaptive speculative decoding via bandit algorithm
7 : [BOS] Adaptive speculative decoding via bandit algorithm is
8 : [BOS] Adaptive speculative decoding via bandit algorithm is more
9 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient
10 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient .
11 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient . [EOS]

Total Time:

Ttotal = Ttarget × τc = 30 ms× 11 = 330 ms.

How can we accelerate this one-by-one token generation process?

0Ttarget ≈ 30 ms for LLaMA3-8B.
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Background

Preliminary: Speculative Decoding

Speculative Decoding: Accelerate inference of LLMs while maintaining
high generation quality (Chen et al., 2023; Leviathan et al., 2023).

Draft → Verify → Accept

Step 1: Draft the next L tokens via draft model Q autoregressively

Q
(
·
∣∣ ptt−1, x̃t:t+j

)
, j = 0, . . . , L− 1.

Draft models are small and fast (e.g., T5-small (77M)).
Maybe inaccurate.
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Background

Preliminary: Speculative Decoding

Speculative Decoding: Accelerate inference of LLMs while maintaining
high generation quality (Chen et al., 2023; Leviathan et al., 2023).

Draft → Verify → Accept

Step 2: Verify the drafted tokens: compute the probabilities of the
outputs via the target LLM in parallel

P
(
x̃t+j+1

∣∣ ptt−1, x̃t:t+j
)
, j = 0, . . . , L− 1.
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Preliminary: Speculative Decoding

Speculative Decoding: Accelerate inference of LLMs while maintaining
high generation quality (Chen et al., 2023; Leviathan et al., 2023).

Draft → Verify → Accept

Step 3: Accept the drafted tokens sequentially.

Accept x̃t+j+1 with probability

min

{
1 ,

P
(
x̃t+j+1

∣∣ ptt−1, x̃t:t+j
)

Q
(
x̃t+j+1

∣∣ ptt−1, x̃t:t+j
)}, j = 0, . . . , L− 1.
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Background

Preliminary: Speculative Decoding

Speculative Decoding: Accelerate inference of LLMs while maintaining
high generation quality (Chen et al., 2023; Leviathan et al., 2023).

Draft → Verify → Accept

Step 3: Accept the drafted tokens sequentially.

Accept the draft tokens until the first rejected one (e.g. x̃i).

Correct x̃i by xi∼Norm
([
P (· |pt, x̃1:i−1)−Q(· |pt, x̃1:i−1)

]
+

)
.
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Background

Preliminary: Speculative Decoding

Speculative Decoding: Accelerate inference of LLMs while maintaining
high generation quality (Chen et al., 2023; Leviathan et al., 2023).

Draft → Verify → Accept

Input: [BOS] Adaptive speculative decoding
[BOS] Adaptive speculative decoding via suffix tree way

[BOS] Adaptive speculative decoding via
[BOS] Adaptive speculative decoding via suffix
[BOS] Adaptive speculative decoding via suffix tree
[BOS] Adaptive speculative decoding via suffix tree way

[BOS] Adaptive speculative decoding via X
[BOS] Adaptive speculative decoding via suffix ×
[BOS] Adaptive speculative decoding via suffix bandit
⇒ Output: [BOS] Adaptive speculative decoding via bandit
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Background

Preliminary: Speculative Decoding

Canonical Decoding:
0 : [BOS]
1 : [BOS] Adaptive
2 : [BOS] Adaptive speculative
3 : [BOS] Adaptive speculative decoding
4 : [BOS] Adaptive speculative decoding via
5 : [BOS] Adaptive speculative decoding via bandit
6 : [BOS] Adaptive speculative decoding via bandit algorithm
7 : [BOS] Adaptive speculative decoding via bandit algorithm is
8 : [BOS] Adaptive speculative decoding via bandit algorithm is more
9 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient
10 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient .
11 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient . [EOS]

Speculative Decoding:
0 : [BOS]
1 : [BOS] Adaptive speculative sampling is decoding
2 : [BOS] Adaptive speculative decoding via suffix tree way bandit
3 : [BOS] Adaptive speculative decoding via bandit algorithm is definitely more
4 : [BOS] Adaptive speculative decoding via bandit algorithm is more efficient . [EOS]
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Background

Preliminary: Speculative Decoding

For one round of speculative decoding:

Tspec = Tdraft×L + Ttarget + Taccept×naccepted ≈ Ttarget

Total time saved:

Ttarget × E
[
τc − τspec

]
τc : the number of canonical decoding rounds.

τspec : the number of speculative decoding rounds.

The distribution of the generated token sequence is
unbiased (Leviathan et al., 2023; Chen et al., 2023; Yin et al., 2024):

ptτspec
d
= ptτc .
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Background

Preliminary: Speculative Decoding

Most existing speculative decoding methods use a fixed configuration.

A single draft model or a fixed set of hyperparameters is used for all
tasks.
This is suboptimal because the ideal configuration depends heavily on
the specific context.

Task Best approach
Code Debugging Requires precision; a retrieval-based method

like Suffix Tree (Oliaro et al., 2024) might be
best.

Story Generation Requires creativity; a smaller draft LLM like
Eagle (Li et al., 2024b) might be better.

Is there any training-free method that can adaptively choose the
hyperparameters such that the latency of speculative decoding can be

minimized?
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Background

Preliminary: Bandit Model

Algorithm 3 Dynamics of Multi-Armed Bandits

1: Inputs: K arms, time horizon T .
2: H0 = ∅.
3: for t = 1, 2, . . . , T do
4: Agent adopts an algorithm ALG to select arm It based on Ht−1.
5: Environment reveals the reward XIt,t to the agent.
6: Agent updates the history Ht = concat(Ht−1, (It, XIt,t)).
7: end for

Goal: Devise an algorithm ALG to minimize the cumulative regret

max
i∈[K]

E
[ T∑
t=1

Xi,t

]
− EALG

[ T∑
t=1

XIt,t

]
.
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Background

Problem Formulation

Eagle-2

PLD   

Rest

Suffix Tree

Step 1.
Prefix: 

Eagle-2

Suffix Tree Accept
rate

Draft decoding is a

2/3
…….

Verify decoding via a

Step 2.
Prefix: 

Eagle-2

Suffix Tree Accept
rate

Draft
a  tree method    

1/3…….

Verify

suffix tree  way

Step 3.
Prefix: 

Which model
should I choose？

Adaptive speculative  _ _ _ 

Adaptive speculative decoding via _ _ _ 

Adaptive speculative 
decoding via a _ _ _ 

Hyperparameter Selection Problem: Each candidate hyperparameter
configuration (e.g., draft model) is treated as an “arm”.
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Background

Bandit Framework for Speculative Decoding:BanditSpec

BanditSpec: A training-free and adaptive online learning framework for
hyperparameter selection in speculative decoding.

Inputs: arm selection algorithm ALG, initial prompt pt0 = pt ∈ X ∗, bandit
configuration ν = (P,S = {Si}i∈[K], L).
Procedures:

1: t = 0,H0 = ∅, I0 = 1,xI0,0 = ∅.
2: while EOS /∈ xIt,t do
3: t = t+ 1.
4: Select a hyperparameter index It = ALG(Ht−1).
5: Receive the accepted tokens xIt,t=SpecDecSub(ptt−1, P, SIt , L).
6: Update ptt = concat(ptt−1,xIt,t), Ht = concat(Ht−1, (It,xIt,t)).
7: end while
8: return ST(ALG,pt, ν) = t, ptST(ALG,pt,ν) = ptt.

ST(ALG,pt, ν): Number of calls to SpecDecSub.
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Background

Bandit Framework for Speculative Decoding:BanditSpec

Proposition (Property of BanditSpec)

For any arm selection algorithm ALG that selects an arm according to the
history,

ptST(ALG)
d
= ptτc .

Furthermore, the stopping time ST(ALG) can be bounded as

len(ptST(ALG))

L+ 1
≤ ST(ALG) ≤ len(ptST(ALG)), a.s.

Quality of the token sequence is not compromised.

The stopping time and the length of the generated tokens sequence
are equivalent up to a constant factor.
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Background

Bandit Framework for Speculative Decoding:BanditSpec

Objective: Devise an arm selection rule ALG to minimize the
stopping time regret

Reg(ALG,pt, ν) := E
[
ST(ALG,pt, ν) | pt, ν

]
− E

[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
.

E
[
ST(ALG,pt, ν) | pt, ν

]
: the expected number of speculative decoding

rounds for ALG to stop.
E
[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
: the expected number of rounds to

stop if the oracle best hyperparameter Si∗(pt,ν) is adopted.
Reg(ALG,pt, ν) measures the wasted/additional rounds.

Desired result:

Reg(ALG,pt, ν) = o
(
E
[
len(ptτc)

])
or o

(
E
[
τc
])
.

The additional rounds are negligible for ALG, compared to the oracle
best hyperparameter Si∗(pt,ν).
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: the expected number of speculative decoding

rounds for ALG to stop.
E
[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
: the expected number of rounds to

stop if the oracle best hyperparameter Si∗(pt,ν) is adopted.

Reg(ALG,pt, ν) measures the wasted/additional rounds.

Desired result:

Reg(ALG, pt, ν) = o
(
E
[
len(ptτc)

])
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(
E
[
τc
])
.

The additional rounds are negligible for ALG, compared to the oracle
best hyperparameter Si∗(pt,ν).

Yunlong Hou (NUS) BanditSpec August 25, 2025 15 / 32



Background

Bandit Framework for Speculative Decoding:BanditSpec

Objective: Devise an arm selection rule ALG to minimize the
stopping time regret

Reg(ALG,pt, ν) := E
[
ST(ALG,pt, ν) | pt, ν

]
− E

[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
.

E
[
ST(ALG,pt, ν) | pt, ν

]
: the expected number of speculative decoding

rounds for ALG to stop.
E
[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
: the expected number of rounds to

stop if the oracle best hyperparameter Si∗(pt,ν) is adopted.
Reg(ALG,pt, ν) measures the wasted/additional rounds.

Desired result:

Reg(ALG, pt, ν) = o
(
E
[
len(ptτc)

])
or o

(
E
[
τc
])
.

The additional rounds are negligible for ALG, compared to the oracle
best hyperparameter Si∗(pt,ν).

Yunlong Hou (NUS) BanditSpec August 25, 2025 15 / 32



Background

Bandit Framework for Speculative Decoding:BanditSpec

Objective: Devise an arm selection rule ALG to minimize the
stopping time regret

Reg(ALG,pt, ν) := E
[
ST(ALG,pt, ν) | pt, ν

]
− E

[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
.

E
[
ST(ALG,pt, ν) | pt, ν

]
: the expected number of speculative decoding

rounds for ALG to stop.
E
[
ST(ALGi∗(pt,ν),pt, ν) | pt, ν

]
: the expected number of rounds to

stop if the oracle best hyperparameter Si∗(pt,ν) is adopted.
Reg(ALG,pt, ν) measures the wasted/additional rounds.

Desired result:

Reg(ALG, pt, ν) = o
(
E
[
len(ptτc)

])
or o

(
E
[
τc
])
.

The additional rounds are negligible for ALG, compared to the oracle
best hyperparameter Si∗(pt,ν).

Yunlong Hou (NUS) BanditSpec August 25, 2025 15 / 32



Background

Challenges

The there is another source of uncertainty, the stopping time, in
addition to the arm rewards in standard multi-armed bandits

For instance, even if we know there will be 1 accepted token at each
round, the stopping time is

ST(ALG,pt, ν) = len(ptτc)

which depends on the target model P .

The stopping time depends on the generated tokens. Mathematically,

ψt : X ∗ → {stop, continue}, ψt(ptt) = stop or continue

is a function that maps the generated tokens to the stopping decision,
which the agent does not know in advance.

The tokens are generated autoregressively, thus, the accepted tokens
are not i.i.d.

Some simplifications are required to make the problem tractable.
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Challenges

The there is another source of uncertainty, the stopping time, in
addition to the arm rewards in standard multi-armed bandits

For instance, even if we know there will be 1 accepted token at each
round, the stopping time is

ST(ALG,pt, ν) = len(ptτc)

which depends on the target model P . ⇒ Anytime-version algorithms

The stopping time depends on the generated tokens. Mathematically,

ψt : X ∗ → {stop, continue}, ψt(ptt) = stop or continue

is a function that maps the generated tokens to the stopping decision,
which the agent does not know in advance. ⇒ Martingale arguments

The tokens are generated autoregressively, thus, the accepted tokens
are not i.i.d. ⇒ Stochastic/Adversarial models

Some simplifications are required to make the problem tractable.
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Background

Arm Selection: Modeling Tokens Stochastically

Assumption (Stationary Mean Values)

There exist K values {µi}i∈[K]⊂ [1, L+1], such that the expected number
of the accepted tokens satisfies

E[YIt,t |Ht−1, It]=µIt .

UCBSpec: A UCB-type algorithm, whose confidence radius is
derived from the self-normalized bound, which holds for all
t ∈ N (Abbasi-yadkori et al., 2011).

We design the algorithm as an anytime version, meaning it does not
require the time horrizon as an input.
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Background

Arm Selection: Modeling Tokens Stochastically

Algorithm 7 UCBSpec

Inputs: number of hyperparameter specifications K, history Ht =(
(Is, XIs,s)

)t
s=1

, confidence parameter δ.
Procedures:

1: if t ≤ K − 1 then return It+1 = t+ 1.
2: Compute the lengths YIs,s = len(XIs,s) for all s ∈ [t].
3: Set the statistics {µ̂i,t}i∈[K], {UCBi,t = µ̂i,t + cri,t}i∈[K], where

ni,t =

t∑
s=1

1{Is = i}, µ̂i,t =

∑t
s=1 Yi,s1{Is = i}

ni,t
,

cri,t =
L

2

√√√√1 + ni,t
n2i,t

(
1 + 2 log

Kt2(1 + ni,t)
1
2

δ

)
,

4: return index It+1 = argmaxi∈[K] UCBi,t.
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Background

Arm Selection: Modeling Tokens Stochastically

Theorem (Upper Bound for Stationary Case)

Under Assumptions 2 and finite length assumption, given any prompt
pt ∈ X ∗ and bandit configuration ν = (P,S = {Si}i∈[K], L), the expected
stopping time regret of ALG = UCBSpec is upper bounded as

Reg(ALG, pt, ν) = O
(

H(pt, ν) · L2 · logE[len(ptτc)]
)
.

Here, ∆i := µi∗ − µi and the hardness parameter

H(pt, ν) :=
∑
i 6=i∗

1

µi∗∆i
.
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Background

Theoretical Results: Lower Bound

Truncated geometric distribution (TGD) on [1, L+ 1]:

PS(x) =

{
px−1(1− p), x = 1, 2, . . . , L,

pL, x = L+ 1.
(1)

which was considered in the seminal work on speculative decoding
(Leviathan et al., 2023).

Proposition (Tightness Result (Informal))

Let STGD = {S : PS satisfies (1)}. Let {Si}Ki=1 ⊂ STGD and Si
satisfies (1) with pi, then under the greedy decoding strategy,

lim inf
m→∞

Reg(ALG,ptm, ν)

log(len(ptmτc))
≥ H(ptm, ν) · pi

∗(1− pLi∗)

(1− pi∗)
.

If pi∗ ∈
(
2−1/L, 1

)
, the bounds match up absolute constants and L.
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Background

Arm Selection: Modeling Tokens Adversarially

Assumption (Adversarial Mean Values)

Let the number of accepted tokens generated by hyperparameter Si at
time step t be yi,t = len(Xi,t). We assume {yi,t}i∈[K],t∈N is fixed by the
environment before the algorithm starts.

This is analogous to the oblivious adversarial case in bandits.

EXP3Spec: An EXP3-type algorithm (anytime version).

Theorem (Upper Bound for Adversarial Case, Informal)

Under some assumptions and using the greedy decoding strategy, given
any prompt pt ∈ X ∗ and bandit configuration ν = (P,S = {Si}i∈[K], L),
the expected stopping time regret of ALG = EXP3Spec is

Reg(ALG,pt, ν) = O

(
L
√

min
i∈[K]

ST(ALGi)K logK

)
.
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Background

Arm Selection: Modeling Tokens Adversarially

Algorithm 8 EXP3Spec

Inputs: Num. of hyperparams. K, history Ht=
(
(Is, XIs,s)

)t
s=1

.
Procedures:

1: Compute the lengths YIs,s = len(XIs,s) for all s ∈ [t].

2: Set the statistics Ẑi,t = 1{i = It} · L+1−Yi,t
L·pt,i for all i ∈ [K].

3: Set learning rate ηt =
√

logK/(t ·K).
4: Set probability vector pt ∈∆[K] with for all i ∈ [K]

pt,i =
exp

(
− ηt

∑t−1
s=1 Ẑi,s

)
∑K

j=1 exp
(
− ηt

∑t−1
s=1 Ẑj,s

) .
5: return hyperparameter index It+1 ∼ pt.
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Experiments

Experimental Setup

Two Target Models: LLaMA3-8B-Instruct and Qwen2-7B-Instruct.

Four Benchmarks: Spec Bench (Xia et al., 2024), Alpaca (Taori
et al., 2023), Code Editor (Guo et al., 2024) and Debug Bench (Tian
et al., 2024).

Two Metrics:
Mean Accepted Tokens (MAT): important measurement, mainly focus
on the design of the speculative decoding algorithm.
Throughput (Tokens/s): closely related to user experience, and it takes
all relevant factors into account, e.g., the hardware, the coding, the
algorithm, etc.

Two Settings:
Batchsize = 1 and four drafting methods: PLD (Saxena, 2023),
Rest (He et al., 2024), Suffix Tree (Oliaro et al., 2024; Hu et al., 2024)
and Eagle-2 (Li et al., 2024a).
Simulated real-world scenario: heterogeneous requests at one time, with
different hyperparameters (i.e., speculation length γ ∈ [4]) as arms.
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Experimental Results: Setting One
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Experiments

Experimental Results: Setting One

The best throuput performance is always achieved by the proposed
algorithms.

The proposed methods automatically adapt to different prompts, as
they are better than the best fixed method.

As the empirical performance of UCBSpec is better than
EXP3Spec, it implies that real-life scenario tends to be benign and
may be more aligned with the stationary mean assumption.
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Experiments

Experimental Results: Setting Two
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Figure: Target model: LLaMA3-8B-Instruct, Draft Model: Eagle-1
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Conclusion & Future Work

Discussions

The stationary mean assumption (Assumption 2)

E[YIt,t |Ht−1, It]=µIt .

is strictly weaker than the usual i.i.d. assumption in bandits.

Many variants of UCB (e.g., KL-UCB) algorithms that one can try.

However, the implementation time of these arm selection algorithm
should also be considered, as we aim at reduce the wall-time of the
decoding process.

Yunlong Hou (NUS) BanditSpec August 25, 2025 28 / 32



Conclusion & Future Work

Conclusions and Future Directions

Summary:

Introduced BanditSpec, a bandit-based training-free framework for
adaptive speculative decoding.

Developed two arm algorithms (UCBSpec and EXP3Spec) with
theoretical regret guarantees.

Demonstrated significant empirical improvements in decoding
throughput.

Future work:

Robust bandits and Non-stationary bandits.

Contextual Bandits.
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Thanks for Listening!
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